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• Building	machines	that	learn	from	examples	rather	than	explicit	
programming	a	specific	task

• Solve	problems	that	have	been	difficult	to	solve	otherwise
(object	recognition,	text	translation,	speech	recognition,	…)

• How	to	build	adaptive	systems

• How	do	brains	work	(real	intelligence)
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ImageNet

Released	in	2009

1.2	Million	Images
More	than	1000	classes	



Images	from	EVIDIA

Alex	Krizhevsky,	Ilya	Sutskever,	
and	Geoffrey	Hinton	2012	

Alex	Net

LeCunn:	“Facebook	uses	networks	
with	50-100	layers”
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http://blog.qure.ai/notes/semantic-segmentation-deep-learning-review

Semantic	Segmentation



A	little	History
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Evolution	of	machine	learning	systems	

from	Goodfellow,	Bengio,	Courville 2015





Symbolic	programming
Explicit	Rules
Ontologies

Symbolic	vs	subsymbolic AI

Neural	Networks
Deep	Learning
SVM,	Decision	Trees,	LDA,	…

Bayes



Supervised	Learning

Unsupervised	Learning

Reinforcement	Leaning
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