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Abstract. Classifier tradeoffs between accuracy and specificity are often
analyzed with receiver operating curves (ROC). Here we study a related
analysis of the data in terms of coverage–performance curves (CPC) which
more clearly indicate the presence of ambiguous data in classification prob-
lems with overlapping class distributions. We show that feedforward map-
ping networks are well suited to derive such curves with minimal effort.
Based on such classifiers we can identify data that need further analysis
before attempting classification with sufficient confidence.

1 Introduction

We often think of classification in situations with well separable data, but over-
lapping class distributions are common in real world data sets due to noise or
missing measurements of features that would uniquely identify the class member-
ship. We refer here to datasets with overlapping class distributions as ambiguous
data in contrast to outliers, which are commonly defined as a subset of obser-
vations that appear to be inconsistent with the assumed population of the rest
of the observations [1, 2]. There are several problems of concern when apply-
ing machine learning classifiers to datasets with ambiguous data including (1)
training a classifier may be more difficult than in datasets without ambiguous
data, (2) there is an increased risk of overfitting the classifier in order to accom-
modate ambiguous data, and (3) the overall performance of the classifier, which
is commonly reported, does not indicate the range of confidence for classifying
each data point.

The performance of classifiers in light of overlapping distributions is classi-
cally visualized with a receiver operating characteristic (ROC) curve which spec-
ifies the true positive (sensitivity) versus the false positive (1-specificity). ROC
analysis is receiving renewed interest specifically in the medical field where ‘cau-
tious classification’ [3] is mandatory. Provost and Fawcett have shown how ROC
analysis can be extended to be robust to imbalanced data [4], and Drummond
and Holte have shown that ROC representations can be modivied to include
more meaningful cost functions. In this paper we advocate the use of coverage-
performance curves (CPC) [5, 6] and the use of classifiers that approximate
posteriors, rather than binary decisions, such as probabilistic neural network
classifiers (PNNCs) [7, 8, 9].
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2 Bayesian classification and performance measures with
ambiguous data

It is useful to describe classification within a probabilistic framework. Let there
be k classes with class labels Ci, each containing data (patterns) that are char-
acterized by a n dimensional feature vector x. The patterns in each class are
distributed according to a class probability distribution p(x|Ci), and data are
drawn from each class according to a prior distribution p(Ci). With the knowl-
edge of these distributions we can calculate the posterior distribution p(Ci|x)
using Bayes’s rule,

p(Ci|x) =
p(Ci)p(x|Ci)∑
i p(Ci)p(x|Ci)

, (1)

which specifies the probability that a specific pattern x belongs to the class Ci.
The best strategy for predicting the class membership of a given example is to
choose the class with the maximal posterior probability for the specific example.
The class index of the predicted class is then given by

î = arg max
i

p(Ci|x), (2)

where arg maxi returns the index of the maximal posterior probability. When
classifying data we thus expect a maximal success rate of correct classifications
given by

pc =
∫

X

max
i

p(Ci|x)[
∑

i

p(Ci)p(x|Ci)]dx, (3)

where X is the space of all possible feature patterns. The performance of any
classifier is limited by this value. An example for two classes with only one
feature value x that consist of two Gaussian distributions with variance σ = 1,
mean µ1 = 1 for class C1, and mean µ2 = −1 for class C2 is shown in Figure 1A.
If we attempt to classify data drawn from these distributions we can achieve a
maximal rate of correct classifications following Eqn (3) of

pc =
1
2

+
1
2
erf

(
µ√
2σ

)
≈ 0.84. (4)

The incorrect classifications are caused by data in the feature region where the
different classes have similar posterior probabilities. In many applications, such
as clinical classifications, it is mandatory to classify data with a maximal ac-
curacy and confidence level. While the average accuracy might not reach this
threshold, it is often the case that many samples can be classified with sufficient
confidence. An obvious solution is thus to ignore the difficult regions and to
only classify data that can be classified with sufficient confidence. In terms of a
Bayesian classification, we only classify data with a posterior probability which
exceeds a certain threshold,

î =
{

arg maxi p(Ci|x) if p(Cî|x) > Pt

k + 1 elsewhere , (5)
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Fig. 1: (A) Example with overlapping Gaussian data. As shown in the text,
due to the overlapping class probability density functions, the maximal rate of
correct classification in this case is only about 0.84. (B) Coverage–performance
curves (CPC) with Gaussian overlapping data for the performance measures
Phigh (upper curve) and Plow (lower curve). The solid lines without markers
represent the analytical results for these known distributions. The datapoints
marked with symbols are results for classifications with probabilistic network.

where Pt is a classification threshold. Examples that can not be classified within
this confidence limit are collected in a separate class with index k + 1, which
we call class IDK (‘I don’t know’). A prediction of a class membership of these
examples is left to further analysis, possibly based on further (clinical) tests.

Ignoring some data in the classification prompts the question of how to quan-
tify the performance of the classifier. The answer depends on how much value we
place on not classifying some data versus incorrectly classifying examples. We
can think of two extreme cases. In one case we can imagine that the classifica-
tion of all examples is essential, and that not classifying data is to be avoided. A
reasonable measure of accuracy is then to take the number of correctly classified
examples Nc relative to all the examples in the dataset N and define

Plow =
Nc

N
. (6)

In this performance measure, unclassified data are treated as misclassifications.
Alternatively, we can choose not to penalize unclassified data by defining Phigh,
which is the fraction of correctly classified examples within the classified exam-
ples only (true positive),

Phigh =
Nc

N −Nn
, (7)

where Nn is the number of examples that were not classified. This definition is
suitable for applications in which only the performance of the attempted classifi-
cations is important and can be used to determine whether further data collection
or testing is required. It is possible to generalize such measures to the confusion
matrix in the case of unclassified data and also to more detailed performance
measures by including specific, application dependent, cost functions.



A more intuitive way to visualize performance of classifiers with unclassified
data compared to ROCs are CPCs. We define the coverage as the fraction of
classified data relative to the number of all available data in a dataset,

c = 1− Nn

N
. (8)

The accuracy of the classifier Phigh is expected to increase when ambiguous
data are correctly identified. An increase in the performance value Phigh with
decreasing coverage thus indicate ambiguous data in the datasets. This was
demonstrated for classifications with support vector machines in [5]. It is easy
to calculate analytically the performance and coverage for different classification
thresholds Pt in the above example of the overlapping Gaussian data. These
CPCs are shown in Figure 1B as solid lines without markers, the upper curve
is for the performance measure Phigh, the lower curve is for Plow. Both curves
coincide at c = 1. The curve for Phigh clearly indicates ambiguous data as the
performance increases when avoiding classifications of some data. CPCs are
useful if an application demands a minimal classification accuracy. For example,
if the application demands a minimal accuracy of Phigh = 0.9, then we know that
a little over 20% of the examples can not be classified with sufficient confidence.
Our method specifies which data should be eliminated from the classification
set.

3 Classification with ambiguous data using probabilistic
networks

Machine learning methods to estimate class distributions are needed when the
posterior distributions are unknown. Any classifier that can approximate pos-
terior distributions can be used in this approach, but we concentrate here on
the application of mapping networks with normalized output values. Such a
neural network with probabilistic interpretation can be regarded as a Bayesian
classifier. The input layer represents the parameters of the feature vectors where
the number of input nodes is equivalent to the number of feature values in the
dataset. We use a single hidden layer with sigmoidal activation functions and a
output layer with softmax output function

p̂(Ci|x) =
ehout

i

∑
k ehout

k

, (9)

where hout
i is the net input to the output layer. This activation function normal-

izes the sum of outputs to 1 in order to give them a probabilistic interpretation.
The network is trained on the negative cross-entropy

E = −
∑

µ

∑

i

tµi log (yi(xµ,w)) , (10)

which is appropriate in the probabilistic framework [8, 9] using a quasi-Newton
optimization algorithm from the NETLAB implementation [10]. The output
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Fig. 2: Coverage–performance curves (CPC) for different datasets derived form
probabilistic networks with varying classification thresholds: (A) Wisconsin
Breast cancer data and (B) Iris dataset.

value of each individual node is an approximation of the posterior probability for
the corresponding class represented by the node for the particular input feature
values. It is hence possible to extend the above outlined approach with Bayesian
estimates to identify ambiguous data through a variation of the classification
threshold. Related approaches have been used in classifications of datasets with
outliers [11]. The resulting CPCs in the case of Gaussian example studied in
Section 2 are shown in Figure 1B with markers. The neural network classifier
was thereby trained on 100 examples and tested on 100 independent examples.
The presented results are averages over 100 independent datasets.

To demonstrate the method on real world datasets we applied this method to
the Wisconsin Breast cancer data and the Iris dataset from the machine learning
repository [12]. The data sets were divided into two equally sized subsets of
training data and test data. The resulting CPCs are shown in Figure 2. Both
datasets indicate the presence of ambiguous data in these datasets. These curves
have been achieved with minimal computational effort and without extensive
optimization of the neural network classifier. The Iris dataset shows only a
small amount of ambiguous data which agrees with other findings [13]. As
expected, when applying the ambiguous data separation algorithm, we achieve
100% classification accuracy on the remaining data. In contrast, the Wisconsin
Breast Cancer data show only a small increase in Phigh with deceasing coverage
in agreement with the general finding that this dataset is hard for classification.

4 Conclusions

ROC curves have been used traditionally to compare classifier performances
while taking into account tradeoffs between accuracy and specificity. Coverage-
performance curves (CPCs) are a more intuitive alternative to quantify how
many data have to be omitted in the classification to achieve a specific minimal
classification accuracy. Any method that can approximate posterior distribu-



tions form data can be applied to the methods outlined in this paper, but we
showed that probabilistic neural networks are well suited for this task. Further
studies of CPCs should investigate if they can be used in identify the sources of
classification difficulties in different datasets.

Ambiguous data detection and subsequent classification of the remaining
data can be done with different classifiers. For example, it is straight forward
to use the neural network classifier to identify ambiguous data and then to use
a support vector machine (SVM) to do the classification. However, using SVMs
for the ambiguous data detection is more problematic. SVMs have been adapted
to some extent to novelty detection and ambiguous data identification based on
bounded support vectors [14, 5]. However, some preliminary tests on real world
data revealed that the estimation of CPCs is extremely difficult with SVMs
due to the difficulty in adjusting SVM parameters in order to get appropriate
coverage values, and performances on the Gaussian example [5] are considerable
purer than the ones reported here.
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