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Abstract— A neuropysiological correlate of short-term memory has been found in the ability of 
some prefrontal neurons to hold task relevant information through ongoing neuronal activity. 
Such experimental findings, and the corresponding hypothesis of the mechanisms that enables the 
ongoing neuronal activity, have been captured successfully with continuous attractor neural 
network models. However, the basic model does only support the short-term storage of one item 
at a time. In this paper it is shown that more items can be stored in the model if the basic model is 
augmented with physiological plausible stabilization mechanisms. This modified model supports 
the storage of a few items consistent with the behavioral capacity limits of working memory.  
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1. Introduction 

The concept of working memory has emerged in cognitive psychology to describe the specific memory 
quirements that are used in everyday mental tasks such as reading, planning actions, comprehending complex 
lations, and facilitating learning [1,2]. Thus, working memory is a meta-concept of a memory system that cuts 

cross other traditional memory concepts such as short-term and long-term memory, or declarative and implicit 
emory. The limited storage capacity of working memory was first popularized by Miller [3] who suggested a 

apacity limit of around 7±2 items. However, as there is no precise agreement on the definition of working 
emory, and indeed there is the possibility that different working memory systems exist [1], it is not surprising 
at different numbers have been implicated with the capacity limit of working memory, such as the number four 
].  

 
Working memory requires the ability to hold information, or references to information in long-term memory, 

ver a short period of time.  Hence, a capacity limit of short term memory would support the limited capacity of 
orking memory. The neurophysiological correlates and mechanisms of short-term memory are therefore 
portant factors in understanding central cognitive tasks.  It is technically easy to store large amounts of 

igital information in small memory devices, and it has puzzled researchers for a long time why the ability of 
umans to hold items in memory over a short period of time is limited to an astonishing small number. The 
apacity limit is typically subject and task dependent, and it is the small magnitude of this number, rather than its 
bsolute value, that is of continuous surprise to researchers.  

 
Several suggestions for the reason behind the capacity limit have been made over the years, including 

mited channel capacities [5], limited attentional resources [6], spurious synchronization [7], or the use of 
bcycles in brain oscillations [8]. However, in light of the recent understanding of the physiological 
echanisms underlying short-term memory [9] it is more puzzling how more than one item can be stored in 

ngoing neural activity at a time.  Here I show how continuous attractor neural network (CANN) models, 
hich capture our understanding of the physiological mechanisms underlying short-term memory, can be 

ugmented with biologically plausible mechanisms closely related to properties of NMDA-mediated ion 
hannels to yield capacity limits consistent with psychophysical findings. Thus, the possible explanation outlined 
ere is based on converging evidence of the physiological realization of short-term memory in the brain, and 
veral suggestions are made how such a hypothesis can be further verified experimentally. 

97



Why is our capacity of working memory so large?                                   T. P. Trappenberg 
 

2. Continuous Attractor Neural Network Models of Short-Term Memory 
 
Funahashi, Bruce, and Goldman-Rakic [10] were among the first to demonstrate continuous activity of 

prefrontal neurons in the delay period of a memory guided saccade task, which they suggested is a physiological 
reflection of short-term memory. The mechanism that enables such neural activity was recently captured by a 
model based on continuous attractor neural networks (CANNs) [9]. Such networks, illustrated in Figure 1, are 
abstractions of neuronal networks in which an ongoing node activity is enabled through feedback connections 
from the neural layer to itself. Such recurrent networks are commonly used as models for associative memories, 
where the memory states correspond to point attractors of the equivalent dynamical system imprinted through 
Hebbian learning. CANN models are a specific subclass of such models with continuous manifolds of point 
attractors [11]. They are marked by a specific interaction structure in the network, in which the effective 
strengths of the recurrent connections are dependent solely on the distance between nodes, and are effectively 
positive (excitatory) for nearby nodes, and negative (inhibitory) for distant nodes. Such effective network 
structures have long been proposed to be crucial for information processing in the brain [12,13]. 

 
 

 
 

Figure 1. Recurrent network model used in this study. The weights wij depend only on the distance between 
nodes, with positive values (excitatory) for short distances and negative values (inhibitory) for long distances. 

 
The nodes in the networks used to demonstrate the hypothesis discussed here represent population averages 

of spike counts of neurons with similar response properties. Such models are an appropriate representation of 
average integrate-and-fire neuron activities in the adiabatic limit [13, 14], and such a limit is appropriate for the 
exploration of attractor states. The activity u of the nodes is thereby governed by the dynamic equation 

 
  τdui/dt = -ui + ∑j wij g(ui) + Iext

i, (1) 
 

where ui is the activity of the node, Iext is the initial external input given to the network, and τ represents the time 
scale of the dynamics. The matrix element wij represents the connectivity weight between node i and j, which is 
given by training the network on all possible Gaussian patterns Iext

i = exp(-(i-i0)2/2 σ 2) with the Hebbian rule 
 

 wij = 1/(√π σ) ∑i0  Iext
i Iext

j. (2) 
 

The width σ was taken to be 2π/80 in the experiments illustrated in this paper. 
 

A major feature of CANN models is illustrated in the leftmost panel of Figure 2 which shows the activity of 
nodes in the network. The network was stimulated by an external stimulus centred around the 5th node in this 
network of 100 nodes, and network activity in a form of an activity packet, which is related to the original input 
stimulus, was maintained after the external stimulus was removed at time t=10τ. The important question asked 
here is how many such activity packets can be maintained at the same time. The answer is that, in the basic 
model with global inhibition, only one activity packet can be active asymptotically. Indeed, such networks 
implement a winner-take-all process by suppressing asymptotically all but one activity packet. There are many 
indications that such conflict resolution mechanisms are used in the brain, for example in the integration of 
endogenous and exogenous information to direct saccadic eye movements [15], or the decoding of population 
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codes [16]. However, the utilization of CANN network mechanisms for the storage of short-term memories in 
this basic form does only support one memory item to be stored at any given point in time. 

 
Figure 2: Experiment of the network response with different numbers of initially excited sites in the network. 

The external stimulus is withdrawn after the time t=10τ, which is indicated with an arrow at the leftmost sub-
graph. 

3. The enhanced model with stabilization 
 
The previously proposed model of physiological short-term memory [9] is consistent with a too severe limit 

of short-term memory, and the question becomes how can this number be increased in such systems to reflect the 
behavioural findings. A possible solution to this problem is based on a mechanism that was proposed to solve 
another problem in the biologically realistic CANN models, that of the drift of activity packets due to noise in 
the system [17]. The solution proposed by Stringer et al. [18] is based on the increased sensitivity of a node to 
become active following a previous active period, which can be modelled in CANNs by an decrease of the firing 
threshold of the nodes that were active in a proceeding time window. Such a mechanism can be enabled by 
NMDA-mediated ion channels in neurons [19], in which the Mg2+ blockage of the ion channel is removed only 
after a neuron become active. While Lisman et al. [19] proposed the NMDA-style stabilization to be the sole 
mechanism of short-term memory, the hypothesis here is that a balance between competitive long-range 
inhibition and the cooperative short-range excitation, which is enhanced by NMDA mechanisms, is realized in 
the brain, and that this system is the root of the psychophysically observed working memory capacity. 

 

 
Figure 3: Average percentage of activity package and standard deviation for different numbers of non-

overlapping objects at random locations. This network has a load capacity of 3 objects. 
 

 
Stringer et al. [20] have recently demonstrated that the combination of the NMDA-style stabilization 

mechanism with CANN models enables the concurrent stabilization of two activity packets. In Figure 2 it is 
demonstrated that even three activity packets can be stable in such networks with the given choice of parameters 
(see methods). However, with the chosen parameters it is not possible to stabilize more than 3 activity packets in 
the experiment shown in Figure 2, where the initial external stimuli were placed in a systematic equidistant 
manner. The results of an additional experiment, in which a varying number of objects are placed at random 
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locations, excluding possible overlaps, is shown in Figure 3. This graph shows the average percentage and 
standard deviation of asymptotically stable states in 100 trials for different numbers of randomly placed objects. 
The sharp decline in the number of concurrent activity packets is consistent with psychophysical evidence of the 
limited capacity of working memory [21].   

 
These experiments suggest that the capacity limit of short-term memory is based on a limited excitation 

level that can be realized in competitive neural systems. Indeed, a short global excitation of the model layer was 
used by Comte et al. [9] to extinguish the firing of prefrontal neurons after the initiation of a saccade. It is 
demonstrated here that this feature is present in rate models, and that this is not a characteristics of the 
implementation with spiking neurons. 

 
4. Discussion 

 
It is possible to achieve different numbers of concurrently stabilizable activity packets by varying 

physiological parameters such as the strength of the NMDA effect and the width of the interaction structure. 
However, realistic physiological parameters lead typically to a small number of concurrent activity packets 
consistent with the capacity limit of working memory in the literature. A crucial physiological experiment to 
verify the hypothesis outlined here is to verify the existence of concurrent activity packets in neurons associated 
with short-term memory, such as prefrontal or parietal neurons. This should be achievable with cell recordings 
using an experimental paradigm similar to that used by Funahashi et al. [10], in which the memory-guided 
saccade has to be initiated to one of several memorised locations, where the specific final target location in each 
trial is determined by the go cue. Hence, the subject has to hold location specific information for several 
locations in short-term memory until the go cue is presented, for which corresponding ongoing neural activity in 
different neurons should be detectable. Additional experiments should further attempt to study the effects of 
blocking NMDA receptors to verify more directly the involvement of such channels in short-term memory. 

 
Many further predictions can be derived from the hypothesis presented here such as the variation of the 

number of possible concurrent activity packets with the width of the receptive fields of the neurons. The 
hypothesis expressed here in the form of a concrete model can guide further studies of the factors that influence 
working memory limits and the consequences such limits bear. This study not only sheds light on the possible 
information processing in the brain, but the more precise understanding of the working-memory capacity has 
also several important technical implications. The concept of a capacity limit is already regarded as an important 
guiding principle for the design of human-machine interaction systems such as computer interfaces, and a more 
specific knowledge of the factors that drive capacity limits to their lower bounds or might increase capacity are 
necessary to systemize and optimise such efforts and designs. 
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